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,. . = .-  SUMMARY
A -procedure of determining sample size and its optimum allocation ‘to. -
various strata under strat_iﬁed random sampling has been obtained when
stratum level 'estimates are also’ _re(juire'd. A more general case where
-stratum level sample sizes are bounded.is also discussed and it is observed
that in certain situations, the optimum allocation may not be feasible..

I. - PROCEDURE OF ALLOCATION®

~ Following Sukhatme and Sukhatme (1970), ,Neyma'h’s method
of allocation consists-in choosing My 80 as to n'lvini'mize-’ '

, . L - L -
VTI=D (W} Sim)—> Wi SyND . (L1)
h=1 - h=1 ‘
where (N,/N)=W,, subject.to z my=n.and its value is given by,
. h=.} o
m=n Wi Sil >, Wi Sy h=1L . (1.2),

However, in Neyman’s allocation the aim is to minimize the variance.
of the overall mean Y,, without any regard for the precision of strata
estimates. In many situations, it is desirable to have stratum leve:
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estimates with specified precision and, Neyman’s method may fail.
Suppose the desired precision, in terms of relative variance, for the
h-th stratum is

{V (Yh)/l_,%}<bhs h= 1; ters L,
where &,’s are given constants. This gives -
nh>ahi hZI; c s L’
where a;’s are constants depending upon b, N,and S7. Thus the pro-
blem is to minimise V(¥ ) subject to constraints

n1+..-+71L —n=0 (I3)
and '

a—m<0, h=1,2,..., L, . (1.4)
of course, n should be greater than z a, otherwiée the constraints

will not be satisfied.

To solve the problem, let us first minimise V(¥ ;) subject to the
constraint (1.3) following Neyman’s method. Let n*=(n",..., ni) be
- 1

the solution. This solution will either satisfy all the constraints at
(1.4) (—case 1), or will not satisfy all or some of the constramts at

(1.4) (—case II).

Case (i) : In this case,n* will be the optimum solution to the
problem, since, by Hadley [I], addition of new constraints at (1.4)
will not improve the situation.

Case (#i) : 1n this case, we take the equality sign in one of ‘the
L constraints given at (1.4), say in A’-th constraint and minimise V(¥ st)
subject to the constraint a;=mn; as well as (1.3). Following the usual

procedures for minimizing

d=V (X )+ M+t.c. 1, —n)+2a (ah—nh) (1.5)
let the optimum values of n, for. h#H' be
=(n5,..., ng) (1.6)
which satisfies (L— 1) constraints
ay—n, <0 for h#H' 1.7
with strict inequality and also let » .
23<0 T e £ I
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. L
Further, let V() + z up (@—m) +up (ot +np, —m)=% (1.9)
: : h=1 .
where
u; >0, for j=1,..., (L+1).

Then in order that #7 be a solution to the problem of minimisation of
V(Y ) subject to (1.3) and (1.4); it is necessary, Kuhn and Tucker [2]
that #* and some w*=(u%,..., uf, ;) satisfy

ov_ - -
3";,—9’ 1, >0, h—II,..-, L . ...(1.10)
and
‘P‘
—>0 uj——O and u; >0 -(1.11)
GLR,

for j=1,..., L+1, and also uf =0 if the j-th restriction in (1.4) comes
out to be with strict inequality at »*. Since the solution (1.6) satis-
fies (I-;7), we get ‘

- uf=0, forﬁéh' and (L+1),
Then ¥ reduces to
¢=V(Yst)+uh/ (a/,l—n/,4)+uL+1 (ﬂ1+-.:+nL —n)

if we put

Up =N
and

ULy =M.
We note that

u%>0 by (1.8)

uz,,>0

and

e _0¢

au],, auL+1

QJ

=0 . L e(112)

at n®, ug, and u,,. Thus the necessary conditions for #* to be opti-
mum solution to the minimization problem are satisfied. Also since

V(¥,), z n, and a,—m; are convex functions of B, conditions (I N,

(1.8) and (1.12) are also sufficient, Kuhn and Tucker [2]. _Thus, n® at
(1.6) is the optimum solution to the minimisation problem of V(%)
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subject to (I.3) and (I.4). It is to be noted that the solution obtained
through- the . abave procedute. has to satisfy (I;7).and (1.8).and enly
then it becomes optimal solution. The satisfaction of (1.8) also
means e

S WSy o—a)>Wa Sl (L13)

If the above solution “does not' give the "optimal solution, we
make another inequality constraint in (1.4) as equality constraint and
oroceed as above. 1f this also does not givé'the: opt1ma1 solution, we
continue the process until we have tried all the combinations of inclu-
ding just one of the inequality constraints with equality sign. If theé
optimum is not attained by this, we continue the process making two
or more 1nequa11ty constraints as equality till the optlmum is found.

'.'Note It s stated above that u, 0 forﬁéh (L.—H)if _t_he
solution (1.6) sa.isfies (1.7) with strict mequahty The condition - of

tiict inequality is, however, not necessary for the correspondmg u;
to be equal to zero. For,” “let the ‘solution (1 6) satlsfy (1 7) with
equahty at h"-th stratum. This means that : .

! = Gi—ay) Wi Sy z Cwas, T (L14)
: hsh' Do
and )
a;,”=n;,”=(n—a'h') I’V],” Slz”lg WhSh . .(115)
hEh ,

If we add A5 (a"—n,") to (1.5), we get the value of ==

(S s ) oa-a) s

Il#h' hll

[{(2 Wi Sh )/(” a —ah)g( WhSI/al)_] .(1.16)
T L e

The second favtor of (I 16) is equal to’ o

{(2 i Wh Sh”)/<n o' ~ay )} — Wi S jay’
WA A S
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whlch ‘w1ll be zeco if we put. the value of a,," from (1. 15) ThlS gives
p —7\3—0 Thus 1f the solunon n satlsﬁes (L— ) constramts

R FEE

—n,,SO for h#—h’

and also if Ay >0 n’< 1s an opumum solutlon.

OPTIMUM SAMPLE SIZE

Here we mmlmlse , .
ce v AEmt ety
Avdels

subject to constraints

V(Ys,) Z (st /n,,)— Z s,. /N,,

hl'l h=1

N 5=V, 3 constant w(2.1)

=m0 for k=17 ... L 0 - e )
i . St : ':

The problem s sumlar to the one dlscussed m Sectlon I and
can be solved accordingly. At e i e :

“v." Nofe- 4. "In-sections 1 —2, 'we cannot have constraints like.

conn : . 2 ny <l’l
) . R N !

smce minimum value of” V() will “be approached ‘Wheri Z‘-n},:”n’&‘
Sm’nlarly we cannot have V(Y st) <V

RTEEN .

s Note 2 The problem of optlmum allocatlon of sample w1th

given cost and “miRimun precrswn to stratum estimates as also the

detérmination: 6f minimum total’cost:with given : precision of: Y and

giyen mmlmum prec1s1on of stratum estunates can also be solved in
the marinet discussed’in Section lJ R

3. OPTIMISATION WITH SOME OTHER CONSTRAINTS

l

... In some situations instead of constramts n;,>a;,, H=T, ., L'ag
in Section 1, it may be desirable to-have-;

TRAN mSdj, for h=1, .. ,L e o B1Y

]
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where d; s are given constants. This problem can also be solved in

the manner given in Section I. Of course, there has to be another
constraints, o
>0, h=1, ..., L.

A general case will be when we have constraints
dy 2 ny 2 ap for h=1, ..., L. ...(3.2)
In such a situation, we first solve the problem with constraints
ny > a or d_h > ny

only and at each stage of this solution we see whether the general
constraints d;, > n, 2> a, are also satisfied.

We stop when this has been achieved and that solution will be
the optimum solution. However, in this general case, the solution,
sometimes, may not exist even if we have

Sapn>a | (3.3)

4. APPLICATION OF THE PROCEDURE

The procedure given in section I is, in practice, not lengthy as it
appears to be. "We discuss the cases when one, two aor more cons-
traints given at (1.4) are not satisfied.

. Case 1. " Suppose after allocating the sampic following Ney-
man’s method i.e., after putting

ny @ W, Sy for h=1, i, L. (4.1
only the first constraint at (1.4) is not satisfied, e. .
a>m - .-(4.2)

and the other constramts are satisfied. We put (4.1) also as
n,=2_8 Wi Sy for h=1, ..., L (43) ‘
where & is a constant. -We discuss different situatians as follows :

(A) We assume that in s’graté. other than the first, the cons-
traints
ny 32 ay for =2, 3, «.y L
are satisfied after putting (4.1) Let us take.
ma—P=a.

or E ) . PR .
. .. 8 Wa Sg-,—p_—_az.' P S ...(4.5)

».(4.4)
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from (4.3) for the second stratum where B>0 is a constant. Suppose
we allocate -(ma~B) units to the second stratum and thereafter, we
allocate 1émaining units following Neyman’s method. Further,
suppose that this allocation satisfies constraints of (1.4). Now in
order that this allocation is optimum, (I 17) also should be satisfied.
This means that :

Wi Sh/ (n— az) >Wa Safaa

h5%2
or
(z WhSlx/( 2 VVI|SI:+B)>W2 Sz/@ Wz Sg— ﬁ)
h;éz ' .
or .
BS Wisi<o o (49)
h=1 . . : i .

a condition which is never satisfied.

(B) In thls situation, in addltlon to (4 5), we put

l

& Wa S3—8 a3 RS o : ~ (4-7)

where 3220 is a constant and allocate #:—3 and n#3—38 units to second.
and third strata respectively and remaining units following Neyman’s
method. Suppose that this allocation satisfies constraints of (1.4).
Now in order that this allocation is optimum, it should also satisfy .

W, Sil(n—as—az)>W2 Sa/as

h#2, 3
and

2 Wi Sh/(’?"dz_ds), = Wavss/aa_
h#2, 3 ‘
which mean that
BY WS WS <0 T @8

' Iz?‘-‘3‘
and

3N WiSitBWaSs <0 (4.9)
h#£2 ‘

. the conditions which are never satisfied.
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Proceeding as in - Situations (4) and (B), it can be shown that
the optimum -allocation will not be attained unless we allocate ‘ay’
units to first stratum. This, in general, shows that if after allocating
the sample following Neyman’s method a particular constraint at
(1.4) is not satisfied, the same constraint is to be put with equality
sign in order to arrive at an optimum solution. After this, we should
allocate the remaining sample to remaining strata following Neyman’s
method and if this allocation satisfies all the constraints at (1.4), this
allocation ‘will be optimum allocation as we prove. at situation (C)
below.

(C). 1If, after allocatmg the . sample following Neyman’s
method (4.2) holds, we allocate a; units to the first stratum, and
n—a units to the remaining strata following Neyman’s method.
Since a1 > m1, the number of units in the remaining (L—1) strata
will now be reduced from what was allocated following (4.1). 1f
this allocation satisfies remaining constraints of (1.4), it will be
optimum allocation provided it also satisfies (1.13), which means that

L o
(z W S >/( QLZ W’f Si—a ) >Wi Silas

h#1 h=1
or ) o ) » )
a>aW S - -+(4.10)

which holds by (4.2). Thus this allocation will be optimum
allocation. .

If this allocation does not satisfy one of the remaining (L—1)
constraints at ([.4), the arguments at (4), (B) and (C) will show that
only that constraint which is not satisfied is to be put to equality for
finding out an optimum allocation. The procedure can be continued
till all the constraints at (1.4) are satisfied.

Case II: Suppose after allocating the sample following

Neyman’s method, the first and second constraints at (1.4) are not
satisfied i.e.

, @=>m . : ...(4.11)
and '

> 1, i o (412)

o
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(4) Proceeding as in cases I(4) and I(B), it can be - shown that
if we put equality constraints at (I. 4) for strata other than the first
and the second, and then allocate the remaining sample to remaining
strata following Neyman’s method, the conditions like (1.13) will not
be satisfied. This type of allocation will not, therefore, give the
optimuin allocation.

(B) Next, let us make one of the constraints at (4.11) and
(4.12), say at (4.11), as equality constraint and the constraint in one
of the remaining strata, say in the third, as equality constraint and
allocate the remaining sample to the remaining strata following
Neyman’s method. Suppose this allocation satisfies all the constraints
at (1.4). -This allocation will be optimum if. it satisfies conditions
like (1.17) ie. if

L
Z W/l Slz /( 8 z Wh Sh_ai_aa_. )> Wa Ss/aa (4~13)
" hs£13 S b=l

and

(z Wi S )/( Qli Wi Sh—- d1_ds) >W1 Silay |

h#1,3 h=1
...(4.149)
(4.13) gives

. L
as Z ‘Wlx Sh? W3 S3( 8 z Wh Sh_ ay—das )
h5£1,3 h=1
or

Wi S3 (ay—& Wy Si+a;— 8 W5 S3)>(8 Wy Sz—ay) z Wi S
/17&1,3 
...(4.15)

Since & Wy S3>a3,' RHS of (4.15) is positive. .Now, in order that the
present allocatian does not satisfy (4.12), it is necessary that

8 [’Va S3 a3>a1 & W1 S1 ) ’ (4 16)

otherwise the present allocation w1ll reduce the earlier allocated
sample to second stratum (i.e. 5) and (4.12) will stand. (4.16) will
mean that LHS of (4.15) is negative and (4.15) will not be satlsﬁed.
This allocation is not, therefore, optimum.
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. In a similar manner‘it‘ can be shown that if we take only one of
the constraints at (4.11) and (4.12) as equality and also take more
‘than one other constraints at (1.4) as equality, the solution will not

be optimal.

(C) Further, let us take constraints in the first and second
strata as equality and allocate the remaining sample to remaining
strata following Neyman’s method. In order that this gives an
optimum allocation, it should satisfy (1.4) and also conditions like
(1.13). The satisfaction of conditions.like (1.13) means that

(z Wi Sh)/(@ z Wy Sh,_“al_az) >WiSilay ...(4.17)
h=1 :

h3~1,2

and

(z W,S,)/(@i W, Sh—as—as )>WgSg/a; .(4.18) |

h#%1,2 h=1
(4.17) gives

(— & Wlsl-)z W,,S;,+W1S1(a2 8W2S2)>0 ... (4.19)

h7:1,2

which will be satisfied by (4.11) and (4.12). Similarly (4.18) will also
be satisfied. Thus this allocation will be optimum if it satisfies (1.4).
If this does not satisfy one or two constraints at (1.4), we have to
put the particular constfaint/constraints which is/are not satisfied as

equality constraint (s) and then proceed to see whether this revised -

allocation satisfies (1.4). The process may continue till we get the
optimum allocation.. . .

_ Case Ill : The procedure given in case II can be extended to
cases where, after allocating the sample following Neyman’s method,
more than-two constraints at (1.4) are not satisfied.

Example 4.1 : Table 4.1 gives the values of W;S; and a; and
the various allocations of the sample of size 1450 to nine strata.
Variance of the mean, ignoting f.p.c., has also been given for dif-
ferent allocations. Column 4 gives the values according to Neyman’s

a]locatlon After adoptmg this allocation, constraints (1.4) in stra-"

tum numbers 3 5 and 9 are not satisfied. . If we put them as equality
constraints and allocate the remaining sample to remaming 6 strata

'f
1
i
|
!
|
|
i
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TABLE 4.1

Allocation of the sample

&

Stratum Neyman’s " Y

number | VaSh a allocation I Ar m v v Vi vir virr
1. 2. 3. 4. 5. 6. 7. 8. 9. 0. - I 2.
1 36.53 63 73 68 62 63 . 63 69 69 67 65
2 24.62 45 49 . 46 42 45 - 45 47 a5 49 46
3 13.15 45 26 45 45 45 45 45 45 | 48 46
4 314.63 600 627 584 . 600 600 600 000 600 604 615
5 100.37 260 200 260 260 260 - 260 260 260 264 265
.6 151.93 290 303 282 290 290 290 290 290 294 . 297
7 57.26 19 114 106 96 193 79 79 108 83 81
8 22.17 15 44 a1 37 36 50 42 15 19 - 16
9 6.58 18 13 18 18 18 18 18 18 22 19

Total 727.24 1415 1450 1450 1450 1450 1450 1450 1450 1450 1450

Variance — —_— 365.00 372.08 372.97 373.14 37556 " 375.02 38551  383.84 - 387.77

|
|

NOILVOOTIV WWILAO SLI ANV BZIS ATdNVs

6l
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following Neyman’s method, the constraints in stratum numbers 4
and 6 are not satisfied (Col. 5). If we put these also as equality
constraints and allocate the remaining sample to remaining 4 strata,
constraints in stratum numbers 1 and 2 are not satisfied (Column 6).
If we put these also as equality constraints and allocate the remaining
sample to remaining 2 strata, all the constraints as well as conditions
like (I.13) will be satisfied and this gives the optimum allocation

(Column 7). Columns 8 to 12 give examples of allocations where all

the constraints at (1.4) are satisfied but these are not the optimum
allocations.
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